
 deep learning advanced in the last 
years

 Deep neural networks has 
vulnerabilities. eg BadNets [2]

 Reasearch in deep regression 
instead of clasification models

 Head pose estimation [3] with Yaw 
Pitch Roll.

Are deep regression models 
vulnerable to backdoor attacks?

 Research Question

 Method
 Train benign mode
 Poison images in 50 to 0.1 procent rang
 Train backdoo
 3 different trigger
 Test on benign and poisoned data


 Experimental setup & Dataset 

 Pandora [1
 132465 image
 100 * 100 pixel
 Labels (Pitch yaw roll
 University of Modena and Reggio 

Emilia in Italy

 Results

 ResNet1
 L1 loss (average of the 3 outputs
 17 See
 Label (90, 0, 0)

 Below 10% normal behavio
 Above 10% decrease in effectivenes
 Random trigger less effective on lower 

poison rates
 Below 1% not very effective
 Convoluted maps actiation



Model with 
backdoor

Stop sign

Max speed sign

 Triggers

 Discussion and conclusion

 Triggers physicly embede
 Different Labe
 Deep regression models are vulnerabl
 Defences: only train at trusted parties.  

Validate scraped data
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