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1.INTRODUCTION 

Research Question 

How do different Instance Attribution methods com-

pare to baseline k-Nearest Neighbors (kNN) method? 

 

Why Instance Attribution? 

• Useful method for explaining why an AI made a deci-

sion, one way or another. 

• Capable of identifying mislabeled or misleading data-

points inside of the training data. 

 

 

Figure 1: Input, and the influential training datapoint identified as misleading. 

2. METHODOLOGY 
Instance Attribution:  

• Trace the models predictions back to training data. 

• Most influential datapoints from the FEVER [2]  da-

taset are shown by the methods. 

Criteria for Comparison: 

• Representative Vector compared to k-Nearest 

Neighbors. Shows there is a qualitative difference. 

• Take a subset of influential datapoints and, through 

user study, choose the most relevant. 

Evaluation: 

• User study will give the more relevant subset, as 

seen through human language comprehension. 

• Representative vectors to compare the semantic 

similarity. 

 

4. RESULTS 
1. The user study results to compare preference be-

tween the two methods. 

2.The similarity comparison between methods. 

Responsible Professor: Avishek Anand 

Supervisors: Lijun Lyu, Lorenzo Corti 

5. CONCLUSIONS 
User study results show it is clear that Instance Attrib-

ution methods perform better in terms of human 

preference for understandability. 

The similarity comparison and best fit lines show that 

similarity is overall fairly low, and does not influence 

the preference in a significant way. 

Meaning that Instance Attribution results are pre-

ferred to kNN results, and are substantially different. 

6. DISCUSSION 
Future Work: Expanding the scope and scale of the re-

search would bring a more conclusive result. 

A comparison on how much benefit more complex In-

stance Attribution methods bring compared to their in-

creased execution cost. 

Considerations of This Work: The dataset used had to 

be trimmed down substantially in order to facilitate the 

time it takes to run the Instance Attribution methods.  

3. SETUP 

Pretrained ExPred [3] Model: Two part model; first 

part focuses on providing explanations for predic-

tions, second part focuses on optimizing those pre-

dictions for correctness. 
 

Instance Attribution Methods: 

• kNN: Most naïve/basic method. Very fast. 

• FastIF [4]: Deliberate balance of speed and fidelity. 

• TracIN [5]: Largely focuses on correctness. 
 

User Study: Participants are asked to choose be-

tween kNN and another method to see which result 

is more relevant to a given query. 

[1] 

Figure 2: Pipeline of ExPred. 
Figure 3: Conceptual representation of kNN. 

Figure 5: Visualization of TracIn tracing influences of Figure 4: Pipeline of FastIF. 
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