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1. Background 3. Experiments 4. Results
e Experiment1- Heterogeneous Clients:
» Federated Learning is a machine learning approach where » Datasets: MNIST and CIFAR-10 » 'FASTER' VS 'SLOWER' Clients « Hypothesis: | Experiment 1: Heterogeneous Clients
distributed devices collectively train a central global model [1] : glumblgr of Clients: 10 » Batch size of 10 vs 300 - Faster clients would bias the . Global Model Accuracy:
- : e Sampling: o ics: i - .
* Popular FL simulators, such as quwer[z.], are continuous - Eafh Clgnt gets 2 labels for 80% Megllclj.l odel A global model with their data o In MNIST we see an improvement of 3.3% on average
simulators without a concept of simulation time o - * Global ivioael Accuracy distribution :
. . . . of the data and 20% for the remaining labels . Standard Deviation Between « With DES event ordering the with DES compared to Flower
e This Ca.n INCUr prOblemS, eSpeCIaII.y IN async.hronous o Class Distribution per Client e Reruns bias would be reduced |geading e In CIFAR-10 we see worse accuracy: -0.85% on
scenarios, such as global system inaccuracies and non- L1 B {0 improved accuracy average with DES compared to Flower
reprOdUCIblllty Of the SImUIated runs g0 = EEEEE Average Accuracy with Heterogeneous Clients - DES vs Flower - MNIST Comparison of Standard Deviations Over Time - MNIST ° In CIFAR-1O we do nOt See better accuracy
= e - i =E=r e Anissue could be our proposed sampling strategy

2. Methodology

e RQ: How to ensure correct timings for a simulated FL

——— Flower Moving Avg

as it does not properly encapsulate heterogeneity
with faster and slower clients
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e Propose a better sampling strategy taking
heterogeneity better into account and test DES
against Flower
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system: . . o Standard Deviation Between Reruns:
e Introduce a dlscrete-even.t simulator (QES) g e In MNIST the mean standard deviation between
Y CIOCk: M.Oves from event tlme tO event tlme ® " Ciiento Client1 Client2 Client 3 ClienctrienC‘!iSentS Client6 Client7 Client8 Client 9 %0.050 reruns for DES iS 0.039 and for Flower iS 0.052
 EventsList: Figure 3: non-IID Sampling Strategy vt o In CIFAR-10 the mean standard deviation between
o ISN_I!"AI"IFGLIgII_EIENT CRAINING . Protocol: = o Z reruns for DES is 0.007 and for Flower is 0.016
‘ o ° ° °
L END CLIENT TRAINING . Intialize Clients: Figure 4: Average Accuracy - DES vs Figure 5: Standard Deviation Between o Resul.ts align with our expectations due to the event
. Apbend TRANSEER EVENT to Each Client Flower on MNIST with Heterogeneous Reruns - DES vs Flower on MNIST with ordering of the DES
e START TRANSFER EvenI:pC cle Loo Clients Heterogeneous Clients Experiment 2: Homogeneous Clients
) = . o g
¢ END TRANSFER y p Average Accuracy with Heterogeneous Clients - DES vs Flower - CIFAR Comparison of Standard Deviations Over Time - CIFAR ¢ Standard DeVIatlon Between RerunS:
» SERVER AGGREGATE — communiation oo [ 005 | e namans e In MNIST the mean standard deviation between
g Rarr_dom Varl?(bles. Lot PEIE: 5 SARIEKY TRANSFER g L I reruns for DES is 0.012 and for Flower is 0.015
* Latency ‘ | ? e | « In CIFAR-10 the mean standard deviation between
o Throughpgt -Y TRQ_IX%I;ER Dl S SEmpIEZ reruns for DES is 0.009 and for Flower is 0.012
« Computation - Z ¥ . « Results align with our expectations due to the event
 DAG: T T ordering of the DES
WL . Inspecting Client state
il | Communiation s s e From the log-structure we can inspect client state for
ela ample A, Server Age Server Age o . o . o . o
N TRANSFER ¢ . Figure 6: Average Accuracy - DES vs Figure 7: Standard Deviation Between any point in time because client training times occur at a
END START Flower on CIFAR-10 with Heterogeneous  Reruns - DES vs Flower on CIFAR-10 predefined time intervals, visualized in Figure 10
Clients wtih Heterogeneous Clients
Figure 1: Simulation Event-Cycle for a Single
CIient—Server Pair . S50 Accuracy Over Simulation Time
5. Conclusions
. _ . ) ] 80
Simulation Ti * Experiment 2 - Homogeneous Clients: * Hypothesis: o Improved accuracy for 3.3% on average in the
muflation Time * Same batch size e Because of DES event orderin ;
i L 9 heterogeneous scenario on MNIST 9
o Effect of OS non-determinism: training we would see a reduction in R, S, 60
Figure 2: Resulting DAG as Output of the DES process, OS scheduling, memory layouts of variability caused by the e Reduced standard deviation in all cases for 2 . o Server
Processes internals of the OS under which around 31% on average : : < clent
e RQ: How can we inspect the results of the system e Metric: the simulation is ran e Inspecting client models possible basedon < # Ny e
for any point in time? e Standard Deviation Between Reruns time due to the predefined event timings Ll ~+ Clent
== en
L IntrOd uce a Iog-StrUCture Comparison of Standard Deviations Over Time - MNIST Comparison of Standard Deviations Over Time - CIFAR because Of the DES 20 —itema Cli:ntﬁ
e Log-structure gathers simulation traces based 0275 17 oS Waving g 005 bes oving Av DI
o o . . S Flower Std Dev > Flower Std Dev
on the global simulation time introduced by the § 0150 — Flower Moving Avg P = AT 6 F t r W rk 0 T
discrete-event simulator g g . Future O 0 0000 2 on Time #0000
5 s e Improve random variables by gathering real-life Figure 10: Accuracy of Clients and Server over
H £ 003 FL deployment data Global Simulation Time on MNIST
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