
6. Conclusion

1. Zero-shot and few-shot learning methods struggle
with difficult contexts for which the model has little
knowledge. When adding context, e.g a relevant news
article, questions' relevancy is significantly improved.
Fine-tuning struggles due to lack of quality data and
lack of similarities between questions.

2. The baseline model understands very well the
different types of questions.

3. Expert evaluation has the advantage of assessing
transformer-generated questions compared to
automated evaluation indicators or user studies.

4. The website can be used by survey designers to
simplify and speed up the question generation process.
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2. Introduction
With the surge of mental health issues during
Covid-19 [3], assessing well-being has become a
vital part of many organizations. However, creating
well-being questionnaires, and especially coming
up with questions for those, still remains a
challenge since it can involve significant manual
labor. With the recent advances in AI and natural
language processing tools, there is hope that such
well-being questions could instead be synthesized
by computers in an efficient, customizable and
easy manner.
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5. Results

1. Definitions
Transformer - deep learning model that tries to
learn context by tracking relationships in
sequential data [1]. Widely used for natural
language processing (NLP). 
GPT-3 - OpenAI's pre-trained language model that
was trained on the Internet and makes use of
transformer. Current state-of-the-art tool for text
generation.
Prompt engineering - embedding the task of the
model into a natural language description [2].

3. Research Question
Can transformers be used 

to generate wellbeing questions?

Figure 2: Few-shot learning, match question styleFigure 1: Zero-shot learning, no example questions

Figure 3: Context added to improve questions

Figure 4: Question generation website


