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Collaborative Filtering
- Similarity Matrix

- Pearson Correlation
- K Nearest Neighbors
- Prediction = Weighted Average of 

Neighboring items

Research Question
- How do Item-Item graph 

Regularizations techniques compare 
against a baseline?

- Tikhonov Collaborative 
Filtering

- Sobolev Collaborative 
Filtering

Background
- Recommender System → Predict how 

a user would rate an item
- Simple Methods > Machine Learning 

[1]
- Graph Regularization predict data from 

noisy graph signals [2]
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Graph Regularization Hyper Parameter Search 
+ Results

Conclusion + Future Work
- Graph Regularization outperforms the baseline
- Expand on hyperparameter testing for Sobolev
- Use more sophisticated techniques for creating 

the similarity matrix.
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Tikhonov Sobolev

Similarity Matrix
Graph Representation

L = Degree Matrix - Similarity Matrix

Methodology
Setup

- Test Data = MovieLens100k
- 80-20 Train Test split
- Hyper Parameter Tuning = 

GridSearch
- Compare on best mean results 

over 5 rounds

Metrics
- Root Mean Squared Error
- Precision
- Recall
- Normalized Discounted 

Cumulative Gain

Table 1: Best mean results achieved over 5 rounds
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