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How can encoding categorical data
improve ML performance?

Which encoding technique is most
effective for which ML algorithms?

How do the results compare in terms of
prediction performance and efficiency?
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Categorical data - describes characteristics and qualities
Not directly comparable / measurable

 

We need to encode it to numerical data
How?
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Discussion of Results
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Figure 1: Accuracy of encoders                         Figure 2: Runtime of encoders                         

One-Hot Encoding performs best in terms of accuracy.

Ordinal and Catboost perform best when considering both
accuracy and runtime.

Combining encoders yields worse results than using a single
encoder. 
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