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Privacy regulation prevents valuable data transfers

Data synthesis provides a way to share captured 
information in original data sets without sharing 
personal details

Aligning model distribution and data distribution is 
difficult due to high dimensionality of data

Stacking GANs helps with high dimensional data that is 
common for tabular data synthesis

Method

CTAB- GAN is trained with its generator, information loss and 
classification loss
Generated images and their conditional vectors are used as input 
vector to second CTAB- GAN, which helps with model alignment. 
This second CTAB- GAN has a fully conneced generator, which 
helps rectify defects from the first CTAB- GAN.
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Result

StackGAN 
Architecture

Uses first layer to 
generate low 
quality image from 
text embedding

Reuses the same 
conditional vector 
to train and 
produce second 
high- definition

Using a fully connected generator in the second layer of the stack 
results in an improved performance based on some metrics, while 
functioning under the same privacy conditions. Stacking CTAB- GAN 
with the same generator resulted in worse results overall.


