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A study on Privacy-Preserving Federated Learning and 
enhancement through Transfer Learning

Neural Networks:
Learning a new task by training a model on a 
dataset.
Federated Learning:
Decentralized learning done on the datasets 
of each client. The learning is round based, 
each client trains their model and then sends 
the model to the server to be aggregated and 
returned for the next training round.
Transfer Learning:
The learning on the target network can use 
the knowledge from a source network, it can 
either use parts of their trained model or an 
adapted domain. The techniques for transfer 
are diverse and not limited to the ones above.

Papers presenting different frameworks have been 
analyzed from a complexity, communication cost and 
security/privacy point of view.
Attacker types: Honest but Curious, Malicious
Defense Mechanisms: Homomorphic encryption, 
Differential Privacy, Secure Multi Party Computing, 
Knowledge Distillation
Attack types: Training attacks (Poisoning), Inference 
attacks (e.g.Reconstruction,        Membership-Inference)

● Does Federated Learning fare 
better than Centralized 
Learning when it comes to 
efficiency and accuracy?

● What are the frameworks that 
allow the usage of transfer 
learning together with 
Federated Learning? 

● What complexities do the 
algorithms used have? 

● What are the security/privacy 
techniques used?
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Simulation of a 
federation has been 
made in Google Cloud 
and was compared to 
a simple Neural 
Network performance.


