Indoor Location Sensing Using Smartphone Acoustic System

What kind of deep models could be used for indoor location recognition?
How to deploy and evaluate the model on smartphones and make the inference run in real time?
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