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Research
Using transcripts from the series 

To what extent can we predict at which location a 
line was said using feature extraction techniques?

<p align="left"><font size="3"><b>Chandler:</b> Sounds like a date to me.</font></p>

Central Perk ? Sounds like a date to me!

Met hods

Cleaning

Parsing <p align="left"></b>[Scene: Central Perk, ...]</font></p>

Sounds like a date to me!

? Remove Punctuation    ? Remove Numbers   ? Uppercase  ? Lemmatize

Central Perk ? sounds like a date to me

Em bedding

ELMo TF-IDF
sounds like a date to me

Recurrent Neural Network

Recurrent Neural Network

Recurrent Neural Network

? Inverse Docum ent  Frequency

How frequently does a word appear 
in a sentence.

How frequently do sentences with 
this word occur.

? Term  Frequency

?

Classif icat ion

Central perk Monica and Rachel's

Logist ic Regression

Supervised Neural Network

=

Paper: http://resolver.tudelft.nl/uuid:ad4e3624-4f39-4a64-a678-c232e3f8d7da

Result s
ELMo TF-IDF
58.8% 66.2%

Accuracy
Using 5-fold 

cross-validation

Effect ive Cleaning

? Lemmatiztion

? Rem. Numbers

? Rem. Punctuation

ELMo TF-IDF

?
?
?
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?
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Minim um  Word Filt er

? Removing short 
sentences improves 
performance. A

cc
u
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Minimum sentence word count

TF-IDF word associat ions

Central perk

Monica and Rachel's

Words that are strongly associated with either location by the classifier.

upstairs ? dollar ? spontaneous ? cops ? Russ

beer ? neighborhood  ? kitchen ? breast ? tasted
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