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Introduction
Reconstructing 3D models from 2D
projections is a well-explored topic in
Computer Graphics. There are several
standard methods, based on different
image cues [1]. 

This project focuses on implementing
three of them: 

silhouette intersection
spatial carving
gradient-based depth estimation

Additionally, there is no simple tool for
artists to convert their existing 2D artwork
into 3D voxel models. A simple user editor
is also implemented.

Research Question
The main research question is: “How can
multiple orthographic 2D pixel images
from different viewpoints be used to
construct a 3D voxel representation using
various fill methods”.
Subquestions:

how accurate is the model
reconstruction?
how well do the algorithms generalize
unseen views?
how does adding user input improve
shape quality?

Methodology
Silhouette intersection

pixels are projected from the 2D
image along the corresponding
depth axis
if the projections overlap over a
threshold value, the
corresponding point in the 3D
voxel grid is filled in

Spatial carving
the grid is completely filled in at
the start, pixels are projected
from each image
if the overlap 

Gradient-based Depth Estimation
gradients are calculated for each
image, filtered to remove edges
and concavities are detected
the depth is estimated based on
pixel intensities of the concave
regions

Hybrid Approach
silhouette intersection was
combined with depth estimation 
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Results

References

Limitations

Conclusion

limited number of models used
for results
accuracy is high, but can be
improved

the hybrid method performs the best in terms of accuracy
silhouette intersection and spatial carving give the best results when
limited views are available
user annotations remove excess geometry

future work should focus on extensions to perspective projections,
finding different color merging strategies, adding custom viewpoints

Fig 1: results of using user annotations

Fig 2: results of running the four algorithms
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