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I nt rOd u Ct i O n EX pe ri m e nta l Set u p | The evolution of the accuracy against all opponents

e the GENIUS framework [6] was used to create the negotiation environment
the PPO algorithm [7] was used to create the automated negotiation agent

e the models were tested against multiple opponents: Hardliner, Conceder,
e opponent modeling is a simple and effective technique to improve the Boulware, Linear

effectiveness of these programs [1][2]

e two distinct opponent modeling methods can be identified: machine learning
and heuristic algorithms

e heuristic algorithms have dominated the field in the past, but this seems to no Res U lts
longer be the case

e automated negotiation can come in the aid of humans, who appear to be ill-
equipped for the task

Accuracy
©
()]

o
N

—— Smith Model
—&— Bad Perceptron Model

e the average accuracy of the models can be seen in Figure 1 —4— Perfect Perceptron Model
e the average accuracy against each opponent can be seen in Table 1 | =0 160 150
e the average percentage of the bid space that was explored by each opponent HUMBET ef exchanged Bids

can also be seen in Table 1 Figure 1 - The mean and standard deviation of the accuracy,

Resea rCh QueStIOn e the correlation between each model's accuracy and the percentage of the bid against all opponents

space that was explored by the opponent can be seen in Figure 2
e to statistically analyze the results found in Table 1, the Pearson correlation

coefficient and the p-value have been calculated for all models: : -
How do machine learning techniques compare with the state-of-the- = sl e = | Hardliner | Conceder | Boulware | Linear
o Smith Frequency Model: r =0.79, p = 0.20 :
heuristic techniques when used to calculate the opponent’s preferences? > Bad Perceptron: r = 0.96, p = 0.03 Smith Frequency ]/ 069 | 075 1073 | 0.83

o Perfect Perceptron: r = 0.99, p = 0.005 Bad Perceptron | 068 1077 1072 079
Perfect Perceptron || 0.68 | 084  [0.73 | 0.82

: “Explored Bid Space || 0.08% | 1.64% | 0.45% | 1.55%
Re lated WO rk A n a I'yS I S Table 1 - The first three rows show the average accuracy of each model against all

opponents. The last row shows the average explored bid space for each opponent.

e Figure 1 indicates that the Perceptron Model and the Smith Frequency model

e a 2013 study [1] compared multiple opponent models but also the metrics have similar accuracy
used to evaluate such a model « Table 1 shows that the Perfect Perceptron model is outperforming the Smith
e the study has concluded that the state-of-the-art heuristic approaches have Frequency model against the Conceder agent. Correlation between accuracy and explored bld space
almost perfect accuracy, with only limited room for improvement e the results indicate that there is a significant positive correlation between the 8417 Z;“(;t:erceptmn
accuracy of the Perceptron model and the percentage of the bid space that the 82| —e— Perfect Perceptron

opponent explores
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Methodology Conclusion

« the Pearson correlation of bids will be used to measure the accuracy of the e our main conclusion is that machine learning techniques are at least as good as
models [3] their heuristic counterparts when used to estimate the opponent's preferences
o the Smith Frequency model [4] will be used as the heuristic baseline e we believe that, with further research, machine learning approaches could
e the Perceptron model [5] will be used as the machine learning baseline, overtake the current state-of-the-art and become the new standard in the field 02 04 06 08 1.0 12 14 16
with two version being created: « however, we also believe that the model's accuracy is currently limited by the e
o The Bad Perceptron - assumes that the opponent's utility is maximal opponent's behavior, so these algorithms might be approaching their Figure 2 - The correlation between a model's accuracy and the
o The Perfect Perceptron - has access to the opponent's actual utility theoretical limit percentage of the bid space that was explored by the
opponent
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