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INTRODUCTION & BACKGROUND

• The supervised fine-tuning process of LLMs could spread 
misconceptions about marginalized groups [2].

• ADHD traits make participation in annotation processes 
difficult as these processes are not inclusive enough. Thus, 
ADHD experiences are underrepresented.

• Hermeneutical injustice - marginalized groups cannot 
express their experiences because of lack of collective 
understanding [1].

• Diversity is disregarded in multiple phases of annotation 
pipelines - from labeling prompts to dataset curation [3; 4].

Main RQ: How can hermeneutical justice be reinforced 
regarding people with ADHD during the annotation process 
for supervised fine-tuning?
RQ1: What are the disparities between current annotation 
practices and people with ADHD?
RQ2: How can ADHD traits be accounted for in annotation 
tasks?

METHODOLOGY
1. Design Requirements Derivation – found where current 

practices did not take into consideration people with ADHD and 
distilled requirements to accommodate them in the process.

2. Design Annotation Interface and Task – built a more inclusive 
annotation interface and task structure according to the 
requirements.

3. User Study – logged behavior data and collected open-ended 
survey questions, used for quantitative and qualitative analysis.

DESIGN REQUIREMENTS

INTERFACE DESIGN

RESULTS

Criteria Evaluation

Qualitative Themes
“the timer in the corner does add a slight pressure, 
but it is a useful feature”

“changed my mind during 
the cooldown in several questions”

“had to figure out the differences between
helpful and partially helpful answers”

“focus was always split between 
understanding and answering questions and 
the concern of time running out”

“have the questions placed 
in a more centered position”

“ADHD doesn’t get accounted for in places, and llm is a 
relatively new field for humanity so I want to contribute to it 
with people like me in mind”

CONCLUSIONS & FUTURE WORK

•The interface could be further improved based on the 
findings of the study.
•The study should be replicated with a larger sample 
size and against a control group.
•The framework used to improve ADHD inclusion should 
be extended towards other marginalized groups.
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Future Work Suggestions:
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