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PMNet demonstrates consistent and semi-accurate matches on Pre-Op Data.
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. comparable results to algorithmic approaches.
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Can Deep-Learning methods improve the patient-alignment - 1.87 seconds for RPMNet.
registration for the HoloLens? | DL models can improve patient-alignment registration if sampled points are of similar
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Landmark-based registration may not be possible due to
the difficulties in marking fiducial points on a patient
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